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Analytic solutions of the Schrödinger equation are presented for a repulsive 1/r^3 potential. They lead to an in-depth understanding of scattering by a pure repulsive 1/r^3 interaction including exact cross sections and phase shifts. Scattering by any potential which is asymptotically a repulsive 1/r^3 is also discussed. [S1050-2947(99)03704-X]
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I. INTRODUCTION

Solutions of the Schrödinger equation for 1/r^n-type long-range potentials play a key role in quantum physics especially in the understanding of states, both bound and continuum, that are close to a threshold [1–4], and in the understanding of small-angle forward scattering which is dominated by contributions from large impact parameters. In the context of atomic collisions, it can be stated that cold atom collisions and highly excited molecular vibration spectra can be described by the solution of the Schrödinger equation for the proper long-range potential plus a few parameters that characterize the interactions of a shorter range [5–8].

For a potential that is asymptotically a repulsive 1/r^n, the importance of the pure long-range solution becomes even more profound. The repulsive nature of the potential keeps the particles away from each other so that unless the energy is sufficiently large, the particles do not 'see' the interactions at the short range and scattering is described by the pure 1/r^n solution over a wide range of energies.

The 1/r^3 interaction, of which the repulsive case is studied in detail here, represents the radial dependence of resonant electric dipole-dipole, magnetic dipole-dipole, and quadrupole-monopole interactions. It plays an important role in many physical processes including collisions of similar atoms in a radiation field [9–12], molecular spectra converging to thresholds where two fragments can interact via resonant dipole-dipole interactions [13–23], and atom-surface interactions [24,25]. It is also important in the understanding of atom-electron and atom-ion interactions when the atom involved is in a state that possesses a permanent quadrupole moment.

Despite its significance, the 1/r^3 interaction is one of the most poorly understood in the sense that it is the only long-range potential of the form of 1/r^n (n being a positive integer) for which even the threshold behavior has not been rigorously derived [26–28]. Mathematically, this difficulty originates from the fact that the radial Schrödinger equation for a potential of the form of 1/r^n with n>2 has two irregular singularities, one at r=0 and the other at r=∞. A second-order differential equation of this type cannot be solved by a straightforward application of the power-series expansion that gave the Coulomb and harmonic-oscillator solutions.

Using methods that have been developed through the solutions of 1/r^4 [29] and 1/r^6 potentials [5], analytic solutions for both the attractive [8] and repulsive 1/r^3 interactions have been obtained. The repulsive solutions presented here give an in-depth understanding of the scattering by a pure repulsive 1/r^3 interaction in terms of a set of universal functions that are independent of both the reduced mass and the C_3 coefficient. The summary of the solution is presented in Sec. II with derivation given in Appendix A. Application to the pure repulsive 1/r^3 scattering is discussed in Sec. III. Scattering by a potential which is only asymptotically a +1/r^3 is discussed in Sec. IV. Discussions of the threshold behavior and other issues are presented in Secs. V, and conclusions are given in Sec. VI.

II. THE REPULSIVE 1/r^3 SOLUTIONS

Consider the radial Schrödinger equation for a \( \mp C_3/r^n \) potential

\[
\frac{d^2}{dr^2} \left( \frac{1}{r} \right) \frac{l(l+1)}{r^2} \pm \beta_3 + \epsilon \right) u_l(r) = 0, \tag{1}
\]

where \( \epsilon = 2\mu/\hbar^2 \), \( \beta_3 \) is a length scale defined by

\[
\beta_3 = 2\mu C_3/\hbar^2, \tag{2}
\]

and the plus and minus signs correspond to the attractive and the repulsive interactions, respectively.

Using a similar method that led to the 1/r^6 solutions [29,5] (see Appendix A), we have found for a repulsive 1/r^3 potential that a pair of linearly independent solutions with energy-independent behavior near the origin (\( r \ll \beta_3 \)) can be written as

\[
f_{el}^0(r) = \frac{1}{\sin(2\pi\nu)} \left\{ \left[F_{el}(-\nu)\right]^{-1} \xi_{el} - \left[F_{el}(\nu)\right]^{-1} \eta_{el} \right\}, \tag{3}
\]

\[
g_{el}^0(r) = -\left\{ \left[F_{el}(-\nu)\right]^{-1} \xi_{el} + \left[F_{el}(\nu)\right]^{-1} \eta_{el} \right\}, \tag{4}
\]

where \( \xi \) and \( \eta \) are another pair of linearly independent solutions given by

\[
\xi_{el}(r) = \sum_{m=-\infty}^{\infty} b_{m} r^{1/2} f_{\nu+m}(\epsilon^{1/4} r), \tag{5}
\]
\[
\eta_{el}(r) = \sum_{m=-\infty}^{\infty} (-1)^m b_m r^{1/2} f_{-m}(\epsilon^{1/2} r),
\]  
(6)

\[
b_j = \frac{\Gamma(v)\Gamma(v-\nu_0+1)\Gamma(v+\nu_0+1)}{\Gamma(v+j)\Gamma(v-\nu_0+j+1)\Gamma(v+\nu_0+j+1)} c_j(v),
\]  
(7)

\[
b_{-j} = \frac{\Gamma(v-j+1)\Gamma(v-\nu_0-j)\Gamma(v+\nu_0-j)}{\Gamma(v+1)\Gamma(v-\nu_0)\Gamma(v+\nu_0)} c_j(-v).
\]  
(8)

The coefficient \(b_0\) is a normalization constant which can be set to 1, and \(Q(v)\) is given by a continued fraction

\[
Q(v) = \frac{1}{1 - \epsilon_s (v+1)((v+1)^2 - \nu_0^2)(v+2)((v+2)^2 - \nu_0^2)} Q(v+1),
\]  
(12)

where \(\epsilon_s\) is a scaled energy defined by

\[
\epsilon_s = \Delta^2 = \frac{1}{4} \frac{\epsilon}{(\hbar^2/2\mu)(1/\beta_3)^2}.
\]  
(13)

The asymptotic behaviors of \(f^0\) and \(g^0\) at large \(r\) are given for \(\epsilon > 0\) by

\[
f_{el}^0(r) \to \frac{2}{(\pi k)^{1/2}} \left[Z_{ff} \sin(kr - l\pi/2) - Z_{fg} \cos(kr - l\pi/2)\right],
\]  
(20)

\[
g_{el}^0(r) \to \frac{2}{(\pi k)^{1/2}} \left[Z_{fg} \sin(kr - l\pi/2) - Z_{gg} \cos(kr - l\pi/2)\right],
\]  
(21)

where \(k = (2\mu \epsilon / \hbar^2)^{1/2},\) and

The pair of solutions \(f^0\) and \(g^0\) has been defined in such a way that they have energy-independent behavior near the origin \((r/\beta_3 \ll 1)\) characterized by

\[
f_{el}^0(r) \to \pi^{-1/2} r^{1/2} (r/\beta_3)^{1/4} \exp(-2(r/\beta_3)^{-1/2}),
\]  
(18)

\[
g_{el}^0(r) \to -\pi^{-1/2} r^{1/2} (r/\beta_3)^{1/4} \exp(2(r/\beta_3)^{-1/2}),
\]  
(19)

for both positive and negative energies. The solution \(f^0\), which goes to zero in the limit of \(r \to 0\), is thus the regular solution that satisfies the boundary condition at the origin.
where
\[ G_{el}(\nu) = |\Delta|^{-v} \frac{\Gamma(1+\nu+\nu)\Gamma(1-\nu+\nu)}{\Gamma(1-\nu)} C(\nu), \]
(26)

\[ M_{el} = G_{el}(\nu)/G_{el}(\nu), \]
(27)

\[ X_{el} = \sum_{m=-\infty}^{\infty} (-1)^m b_{2m}, \]
(28)

\[ Y_{el} = \sum_{m=-\infty}^{\infty} (-1)^m b_{2m+1}. \]
(29)

For \( \nu < 0 \), \( f^0 \) and \( g^0 \) have asymptotic behaviors at large \( r \) given by
\[ f^0_{r-}(\nu) \sim (2\pi\nu)^{-1/2} [W_{f-}e^{\nu r} - W_{f+}(2e^{-\nu r})], \]
(30)
\[ g^0_{r-}(\nu) \sim (2\pi\nu)^{-1/2} [W_{g-}e^{\nu r} - W_{g+}(2e^{-\nu r})], \]
(31)
where \( \nu = (2\mu|\epsilon|/\hbar^2)^{1/2} \).

\[ W_{f-}(\nu) = -[G_{el}(\nu)\sin 2\pi(\nu-\nu_0)]^{-1}(1-M_{el})D_{el}, \]
(32)

\[ W_{f+}(\nu) = -(-1)^1[2G_{el}(\nu)\sin 2\pi(\nu-\nu_0)]^{-1} \times \cos \pi(\nu-\nu_0)(1+M_{el})E_{el}, \]
(33)

\[ W_{g-}(\nu) = -[G_{el}(\nu)]^{-1}(1+M_{el})D_{el} , \]
(34)

\[ W_{g+}(\nu) = -(-1)^1[2G_{el}(\nu)]^{-1} \cos \pi(\nu-\nu_0) \times (1-M_{el})E_{el}, \]
(35)

\[ D_{el} = \sum_{m=-\infty}^{\infty} d_m, \]
(36)

\[ E_{el} = \sum_{m=-\infty}^{\infty} (-1)^m d_m, \]
(37)

and
\[ d_{j-} = (-|\Delta|)^j \]
\[ \times \frac{\Gamma(\nu)\Gamma(\nu-\nu_0+1)\Gamma(\nu+\nu_0+1)}{\Gamma(\nu+j)\Gamma(\nu-\nu_0+j+1)\Gamma(\nu+\nu_0+j+1)} c_j(\nu). \]
(38)

The \( \chi \) function [5,6], which will be useful in a multichannel formulation [8], is defined by
\[ \chi_\nu(\epsilon) = W_{f-}/W_{g-} = [\sin 2\pi(\nu-\nu_0)]^{-1} \frac{1-M_{el}}{1+M_{el}}. \]
(40)

Since the Wronskian is a constant that is independent of \( r \), the asymptotic forms of \( f^0 \) and \( g^0 \) at large \( r \) should give the same result, which requires
\[ \det(Z) = Z_{ff}Z_{gg} - Z_{fg}Z_{gf} = 1, \]
(42)
\[ \det(W) = W_{f-}W_{g+} - W_{g-}W_{f+} = 1. \]
(43)

These relationships have been verified in our calculations.

### III. SCATTERING BY A PURE REPULSIVE 1/r^3 POTENTIAL

For a pure repulsive 1/r^3 potential, the solution which satisfies the boundary condition at \( r = 0 \) is the regular solution \( f^0 \). For \( \epsilon > 0 \), its asymptotic behavior at infinity, Eq. (20), gives the \( K \) matrix
\[ K_i = \tan \delta_i^{(3+)} = -Z_{gf}/Z_{fg} \]
\[ = \left[ \tan \frac{1}{2} \pi(\nu-\nu_0) \right] \left[ \frac{1}{1+(-1)^j M_{el}} X_{el} + \left[ 1+(-1)^j M_{el} \tan \frac{1}{2} \pi(\nu-\nu_0) \right] Y_{el} \right] \times \left[ \tan \frac{1}{2} \pi(\nu-\nu_0) + (-1)^j M_{el} \tan \frac{1}{2} \pi(\nu-\nu_0) \right] Y_{el}, \]
(44)

from which all scattering properties can be derived. For example, the partial cross section for angular momentum \( l \) is given by
\[ \sigma_l/\pi \beta^2 = (2l+1) \left[ 1 - \frac{K_i^2}{\epsilon_i + 1} \right]. \]
(45)
Figure 1 shows the energy dependencies of the partial cross sections for \( l = 0, 1, 2, 3 \). Figure 2 shows the energy dependencies of the partial cross sections for \( l = 4, 5, 6, 7 \). Figure 3 shows the energy dependencies of the total scattering cross sections summed over all \( l \) (the summation of cross sections from a large \( l \) to \( l = \infty \) is discussed in Sec. V).

Note that with proper scaling of energy, the cross sections scaled by \( pb^2 \) are independent of either the \( C_3 \) coefficient or the reduced mass just like the \( Z \) matrix given by Eqs. (22)–(25). In other words, they are universal properties applicable to all pure repulsive \( 1/r^3 \) interactions.

With the definitions
\[
\tan \phi_l^{(1)} = -Y_{el}/X_{el},
\]
\[
\tan \phi_l^{(2)} = -\frac{\tan(\pi(\nu - \nu_0)/2) + (-1)^l M_{el}}{1 + (-1)^l M_{el} \tan(\pi(\nu - \nu_0)/2)},
\]
the scattering phase shift for a pure repulsive \( 1/r^3 \) interaction can also be understood as the sum of \( \phi_l^{(1)} \) and \( \phi_l^{(2)} \).

\[
\phi_l^{(3+)} = \phi_l^{(1)} + \phi_l^{(2)}.
\]

Figure 4 shows the energy dependence of the \( s \)-wave phase shift along with respective contributions from \( \phi_l^{(1)} \) and \( \phi_l^{(2)} \).

IV. SCATTERING BY A POTENTIAL WHICH IS ASYMPTOTICALLY A REPULSIVE \( 1/r^3 \)

If the potential is repulsive and varies as \( 1/r^3 \) only beyond a certain range \( r_0 \), the wave function which satisfies the boundary condition at the origin is no longer \( f_0 \). In particular, its behavior in the region of \( r > r_0 \) is now characterized by a linear superposition with both an \( f_0 \) and \( g_0 \) component,

\[
u_{el}(r) = A_{el} [f_0(r) - K^0_l g_0(r)].
\]

Here \( A_{el} \) is a normalization constant and \( K^0_l \) is a short-range \( K \) matrix which depends only on the interactions of a shorter range. It is obtained by matching to the inner solution and is related to the logarithmic derivative of the wave function by

\[
K_l^0 = \begin{pmatrix} f_0/m_{el} & f_0/m_{el} \\ g_0/m_{el} & g_0/m_{el} \end{pmatrix} - \begin{pmatrix} u_{el}/u_{el} \\ g_{el}/g_{el} \end{pmatrix}.
\]

The short-range \( K \) matrix \( K^0_l \) is generally \( r \)-dependent. It converges to a constant when the potential becomes well represented by a pure \( +1/r^3 \). This radius of convergence is the more rigorous definition of \( r_0 \), applicable even when there are other \( 1/r^n \)-type corrections to \( +1/r^3 \).
From the asymptotic behaviors of $f^0$ and $g^0$ as given in Eqs. (20) and (21), it is straightforward to extract from the asymptotic behavior of $u_{el}$ that

$$K_l = \tan \delta_l = (K^0_{ll}Z_{gg} - Z_{ff})(Z_{ff} - K^0_{ll}Z_{gg})^{-1}. \quad (51)$$

This is the same quantum defect formulation for the scattering phase shift as previously presented for the $1/r^6$ interaction [5,6]. It serves the purpose of separating the effects of the long-range interaction from the interactions of a shorter range and separating common properties shared by large classes of systems (all systems with $+1/r^3$ asymptotic behavior have the same Z functions with only the energy scaling being different) from system-specific properties (different systems have different $K^0_l$). This separation is especially useful when the long-range interaction is strong as measured by $\beta_s \gg r_0$, in which case $K^0_l$ varies with energy much more slowly compared to the energy variations of $Z$ [6]. Figures 5 and 6 are plots of the elements of the Z matrices for s and p waves, respectively.

What makes the repulsive $1/r^3$ interaction interesting and easier to deal with is that $K^0_l$ is well approximated by zero over a range of energies around the threshold. More precisely, if the long-range repulsion is sufficiently strong and the energy is sufficiently small so that the potential deviates from the pure $1/r^3$ form only in the classically forbidden region, it easy to show from Eqs. (18), (19), and (50) that $K^0_l$ is exponentially small. In other words, the scattering in this case is well approximated by a pure $+1/r^3$ interaction. This is the mathematical correspondence of the physical expectation that the repulsive potential keeps the colliding fragments apart so that they can hardly “see” the interactions at the short range except for large energies.

V. DISCUSSIONS

A. Computation

In computing the scattering properties and in a more general quantum defect formulation [1,2,6,8], the key quantities to calculate are the Z matrix and the $\chi$ function. The computation is for the most part straightforward except one needs to keep in mind that the roots of the characteristic function, i.e., the proper $\nu$ to be used, can move into the complex plane.

The characteristic function $\Lambda_l(\nu; \epsilon_s)$ defined by Eq. (15) is a function of $\nu$ with $\epsilon_s$ as a parameter. It can be calculated to the desired precision by using the continued fraction expression for $\tilde{Q}(\nu)$ as given by Eq. (17) and following the standard computational procedures [30]. The roots of $\Lambda_l$ have the following properties for $\epsilon_s \neq 0$: (i) if $\nu$ is a solution, then $-\nu$ is also a solution; (ii) if $\nu$ is a solution, then $\nu^*$ is also a solution; and (iii) if $\nu$ is a noninteger solution, then $\pm \nu + n$ where $n$ is an integer is also a solution. These properties are consistent with the Neumann expansion and are similar to the case of the $1/r^6$ potential [5]. For $\epsilon_s > 0$, it can be shown that the roots of $\Lambda_l$ become complex beyond a critical scaled energy $\epsilon_{sc}$ determined by the solution of

$$\Lambda_l(\nu = 0; \epsilon_s) = -\nu_0^2 - 2\epsilon_s \tilde{Q}'(\nu = 0) = 0. \quad (52)$$

This critical scaled energy corresponds to the $\epsilon_s$ at which a pair of roots of $\Lambda_l$ coalesce at an integer value and moves subsequently into the complex plane to become a pair which are complex conjugate of each other. Both $\nu$ and $\nu^*$ give the same physical results, and we will take the one with the positive imaginary part. Table I lists the critical scaled energies $\epsilon_{sc}^{(+)}$ for the first 11 partial waves.

With proper definitions of the Z and the W matrices, such as the way they are defined in Sec. II, all of their elements
remain real even when \( n \) is in the complex plane. This is a key check on the validity and the accuracy of numerical calculations.

**B. Energy-normalized solutions**

For a pure repulsive \( 1/r^3 \) potential, the energy-normalized regular solution is

\[
u_n(r) = N_n(\epsilon_n)f_n^0(r),
\]

where

\[
N_n(\epsilon_n) = \cos \delta_n^{3+}(Z_f)^{-1}.
\]

It satisfies the boundary condition at the origin and is energy-normalized with asymptotic behavior at large \( r \) given by

\[
u_n(r) \to \left( \frac{2}{\pi k} \right)^{1/2} \sin \left( k r - \frac{l \pi}{2} + \delta_n^{3+} \right),
\]

where \( \tan \delta_n^{3+} \) is given by Eq. (44).

If the potential is \(+1/r^3\) only beyond a radius \( r_0 \), the energy-normalized regular solution is given for \( r \geq r_0 \) by

\[
u_n(r) = N_n(\epsilon_n)[f_n^0(r) - K_n^0 g_n^0(r)],
\]

with

\[
N_n(\epsilon_n) = \cos \delta_l(Z_f - K_n^0 Z_g)^{-1}.
\]

It has an asymptotic behavior characterized by

\[
u_n(r) \to \left( \frac{2}{\pi k} \right)^{1/2} \sin \left( k r - \frac{l \pi}{2} + \delta_l \right),
\]

where \( \tan \delta_l \) is given by Eq. (51).

The expression of energy normalized solutions in terms of \( f^0 \) and \( g^0 \) facilitates the understanding of energy dependencies of the matrix elements between different states [2]. For example, the normalization factor given by Eq. (54) would characterize the energy dependence of the Frank-Condon overlap between a pure repulsive \( 1/r^3 \) continuum state and a state which is localized in the region of \( r \ll r_3 \) (since \( f^0 \) itself is independent of energy in this region). Figure 7 is a plot of \( |N_n(\epsilon_n)| \) versus the scaled energy for \( s, p, \) and \( d \) partial waves.

**C. Threshold behavior**

The threshold behavior for a repulsive \( 1/r^3 \) interaction is given by the small \( \epsilon_n \) expansion of Eq. (51). To the order of \( (k\beta_3) \), we obtain

\[
\tan \delta_l = \begin{cases}
(k\beta_3)\ln(k\beta_3) + [3\gamma + \ln 2 - (3/2)](k\beta_3) \\
1 + (k\beta_3)\ln(k\beta_3) + [3\gamma + \ln 2 - (13/6) - (\pi/2)](k\beta_3)
\end{cases}
\]

\[
\tan \delta_l = -\frac{1}{2l(l+1)}(k\beta_3),
\]

where \( \gamma = 0.5772156649\ldots \) is Euler’s constant [31]. In the limit of energy going to zero, the \( s \)-wave phase shift goes to zero but the partial cross section diverges logarithmically according to

\[
\sigma_{l=0}/(\pi\beta_3^2) \to 4[\ln(k\beta_3)]^2.
\]

The cross sections for other partial waves go to a constant according to

\[
\sigma_{l \geq 1}/(\pi\beta_3^2) \to 1/l^2 - 1/(l+1)^2.
\]

In comparison, the partial cross sections for a \( 1/r^n \) potential diverge according to \( 1/e \) for all \( l \). For a \( 1/r^n \) potential with \( n>3 \), the \( s \) wave partial cross section goes to a constant and the cross sections for other partial waves go to zero in the limit of zero energy [26,27].

Even though Eqs. (59) and (60) represent the expansions to the same order of \( (k\beta_3) \) for all \( l \), their ranges of applicability are very different for different \( l \). Figure 8 shows that
the approximation given by Eq. (59) is applicable only for a very small range of energies around the threshold, especially if one keeps only the \((k\beta_3)(\ln(k\beta_3))\) term. In contrast, Fig. 9 shows that Eq. (60), when used for a larger \(l = 6\), is accurate over a much greater range of energies. The reason for this vastly different range of applicability is that Eq. (60) is not only a small energy expansion, it is also a large \(l\) expansion. It is applicable regardless of energy for sufficiently large \(l\). Thus the criterion for the validity of the threshold expansion is not \(k\beta_3 < 1\). It is determined instead by

\[
\epsilon_\ell < \epsilon_{\ell c}^{(+)}(l),
\]

a condition under which \(\nu\) has not moved far from \(\nu_0\). From the values of \(\epsilon_{\ell c}^{(+)}\) given in Table I, one can see that the threshold expansion for large \(l\) works over a much greater energy range than the corresponding expansion for small \(l\).

Since \(\tan \delta_c\) can be calculated exactly, the threshold approximations given by Eqs. (59) and (60) are generally not recommended except for conceptual purposes. The exception is the use of Eq. (60) for sufficiently large \(l\). In particular, it can be used to sum up the large \(l\) contributions at any energy. For example, letting \(l_m\) be the angular momentum beyond which the condition, Eq. (63), is well satisfied, Eq. (60) leads immediately to

\[
\sum_{l = l_m}^{\infty} \sigma_l/l^2 = 1/l^2.
\]

### D. Comparison with the attractive \(1/r^3\) potential

As one would expect, solutions for repulsive and attractive \(1/r^3\) interactions are similar mathematically, as discussed in more detail in a separate paper on the attractive interaction [8] which will soon be submitted. The physical behavior described by the two types of interactions is, however, vastly different. In particular, we emphasize that a pure attractive \(1/r^3\) potential does not constitute a meaningful quantum system by itself since the corresponding Schrödinger equation does not have a solution which can satisfy the boundary condition at \(r = 0\). This is true for any attractive potential of the type of \(1/r^n\) with \(n > 2\) [5]. For these types of systems, the \(-1/r^n\) solutions always have to be matched to a proper inner solution to yield a meaningful wave function. In other words, a short-range parameter \(K_0\) is always part of the theory [6], and the definition of a pure long-range phase shift is not meaningful.

In contrast, a quantum system with a pure repulsive \(1/r^n\) interaction is well defined. A solution that satisfies the boundary condition at \(r = 0\) does exist, and a pure long-range phase shift, such as \(\delta_0^{(+)}\), can be introduced. Furthermore, because the repulsive nature of the potential keeps the particles apart, a pure repulsive \(1/r^n\) potential can be a good approximation even when the inner part of the real potential deviates from it.

### VI. CONCLUSION

Analytic solutions of the Schrödinger equation for a repulsive \(1/r^3\) potential have been presented which lead to an in-depth understanding of scattering by a potential which is asymptotically a repulsive \(1/r^3\). They have applications in many quantum systems where the repulsive \(1/r^3\) interaction can be due to resonant electric dipole-dipole, magnetic dipole-dipole, or quadrupole-monopole interactions. In particular, these solutions, together with the \(1/r^6\) solutions [5] and the attractive \(1/r^3\) solutions [8], provide the foundation for a multichannel quantum defect formulation of slow atomic collisions and highly excited molecular vibration spectra [32,6–8]. In this formulation, both the collisional and the spectroscopical properties that are common to a wide class of systems are factored out and described analytically, while system-specific properties are characterized by a few parameters that depend weakly on energy. And with solutions for both the ground and the excited asymptotic potentials, processes such as cold collisions of similar atoms in a laser field [9–12] and photoassociative spectroscopy of similar atoms [14–23] can also be understood in a more systematic manner.
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### APPENDIX A: DERIVATION OF THE SOLUTIONS

The key steps in arriving at these solutions are parallel to those in the \(1/r^6\) solutions [5]. First, a solution is expressed as a generalized Neumann expansion with proper argument so that the coefficients satisfy a three-term recurrence relation. Second, the recurrence relations are solved using continued fractions. Third, the asymptotic behavior near the origin is obtained by examining a corresponding Laurent-type expansion.

#### 1. Change of variable

Through a change of variable defined by

\[
x = (r/L)^{\alpha},
\]

\[
u(x) = r^{1/2}f(x),
\]

FIG. 9. Comparison of the threshold expansion and the exact result of \(\tan \delta_c\) for \(l = 6\). Solid line: exact result. Dashed line: approximation given by Eq. (59).
with $\alpha = 1$ and $L = (\epsilon)^{-1/2}$, Eq. (1) can be written as

$$\frac{d^2}{dx^2} x^2 + \frac{d}{dx} x^2 - r_0^2 f(x) = 2 \Delta \frac{1}{x} f(x),$$

(A3)

in which $\Delta = (\epsilon)^{1/2} \beta / 2$ and $\nu_0 = l + 1/2$. Except for the different definitions of $x$, $\Delta$, and $\nu_0$, and a different sign on the right-hand side, this equation is identical to Eq. (34) of [5], and is solved in the same fashion in terms of the Neumann expansion and continued fractions [29,5]. The result is the pair of solutions given by Eqs. (5) and (6).

2. Asymptotic behaviors

The asymptotic behaviors of solutions at large $r$ are straightforward. From the asymptotic expansions of the Bessel functions for large arguments [31], we obtain for $\epsilon < 0$ ($\Delta = i \kappa \beta / 2$)

$$\Delta^{-\nu} \xi_{el} \to |\Delta|^{-\nu} (2\pi \kappa)^{-1/2} (D_{el} e^{\kappa r} - E_{el} \sin \pi \nu e^{-\kappa r}),$$

(A4)

$$\Delta^\nu \eta_{el} \to |\Delta|^\nu (2\pi \kappa)^{-1/2} (D_{el} e^{\kappa r} + E_{el} \sin \pi \nu e^{-\kappa r}),$$

(A5)

where $D_{el}$ and $E_{el}$ are defined in Eqs. (36) and (37). For $\epsilon > 0$, the asymptotic behaviors at large $r$ have the most symmetric form for the pair of functions

$$\tilde{f}_{el}(r) = \sum_{m = -\infty}^{\infty} b_m r^{1/2} J_{\nu + m}(\epsilon^{1/2} r),$$

(A6)

$$\tilde{g}_{el}(r) = \sum_{m = -\infty}^{\infty} b_m r^{1/2} Y_{\nu + m}(\epsilon^{1/2} r),$$

(A7)

which are related to $\xi$ and $\eta$ by

$$\tilde{f}_{el}(r) = \xi_{el}(r),$$

(A8)

$$\tilde{g}_{el}(r) = \frac{1}{\sin(\pi \nu)} [\xi_{el} \cos(\pi \nu) - \eta_{el}].$$

(A9)

The large $r$ behavior of $\tilde{f}$ and $\tilde{g}$ is easily shown to be

$$\tilde{f}_{el} \to (2/\pi k)^{1/2} [\alpha_{el} \sin(kr - l \pi/2) - \beta_{el} \cos(kr - l \pi/2)],$$

(A10)

$$\tilde{g}_{el} \to (2/\pi k)^{1/2} [-\beta_{el} \sin(kr - l \pi/2) - \alpha_{el} \cos(kr - l \pi/2)],$$

(A11)

where

$$\alpha_{el} = \cos(\pi(\nu - \nu_0)/2) X_{el} - \sin(\pi(\nu - \nu_0)/2) Y_{el},$$

(A12)

$$\beta_{el} = \sin(\pi(\nu - \nu_0)/2) X_{el} + \cos(\pi(\nu - \nu_0)/2) Y_{el},$$

(A13)

with $X_{el}$ and $Y_{el}$ defined in Eqs. (28) and (29).

To derive the asymptotic behaviors at small $r$, we rewrite the $\xi$ function as a Laurent-type expansion

$$\xi_{el}(r) = r^{1/2} (z/2)^{-\nu} \sum_{m = -\infty}^{\infty} p_m (z/2)^{2m},$$

(A14)

where $z = (2l/\beta_3)^{-1/2}$ and

$$p_m = \Delta^{1/2} \sum_{s = 0}^{\infty} \frac{(-1)^s}{s!(\nu - m - s + 1)} \Delta^s \frac{\sin(\pi \nu + 2s)}{\sin(\pi \nu)}.$$

(A15)

The asymptotic behavior of $\xi$ at large $z$ (small $r$) depends only on the $m$ dependence of $p_m$ for large $m$ [33]. Making use of the properties of the gamma function for large arguments [31] and the properties of $b_{-j}$ for large $j$, one can show that

$$p_m \to F_{el}(\nu) \frac{1}{m! \Gamma(-2\nu + m + 1)},$$

(A16)

where $F_{el}(\nu)$ is defined by Eq. (14). Comparing the $m$ dependence of $p_m$ with the coefficients of the modified Bessel function [31], we have

$$F_{el}(\nu) \to F_{el}(\nu) r^{1/2} \lim_{r \to 0} I_{-2\nu}(2l/\beta_3)^{-1/2}.$$ (A17)

Similarly for the $\eta$ function we have

$$\eta_{el} \to F_{el}(\nu) r^{1/2} \lim_{r \to 0} I_{-2\nu}(2l/\beta_3)^{-1/2}.$$ (A18)

The asymptotic behaviors of $f^0$ and $g^0$ are easily derived from those presented in this section.

[28] For a $1/r^3$ potential, the effective-range expansion does not apply even for the $s$ wave [26,27]. Levy and Keller did correctly speculate that the $s$-wave phase shift may have a leading behavior of $-k \ln k$ [26,27].